Invariant encoding of spatial stimulus topology in the temporal domain
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Abstract

Invariant representations emerge as a central topic in vision research. Here we investigate a transformation of visual spatial patterns by an ensemble of laterally coupled neurons into the temporal domain. The central property of the network leading to this transformation is the monotonic relationship of transmission delays between neurons with increasing distance. We show that stimuli become encoded in the temporal population activity and that this representation is invariant with respect to translations, rotations and small distortions. Furthermore, the proposed model provides a rapid encoding in accordance with physiological results. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Primates excel at tasks like visual object recognition, tolerating considerable changes in images, for instance, due to different viewing angles and deformations. Elucidating the mechanisms of such invariant pattern recognition is an active field of research in neuroscience [10,12,6,4]. However, still very little is known about the underlying algorithms and mechanisms. A number of models have been proposed which aim to reproduce capabilities of the biological visual system, such as invariance to shifts in position, rotation, scaling and distortion [9,19,7].

Recently, however, the importance of the temporal dynamics of neuronal activity in representing visual stimuli has shifted into the focus of neuroscience [2,11,8]. Several
modeling studies have addressed the properties of temporal codes [1,17,5]. For instance, Buonomano and Merzenich [3] proposed a model for position-invariant pattern recognition, using temporal coding. Here, we build on these concepts and investigate the formation of invariant representations by the dynamics of activity of neuronal populations.

We investigate a simplified model of primary visual cortex consisting of a map of integrate-and-fire neurons with local excitatory interactions. A central feature of this model is the monotonic relationship between transmission delays in this lateral coupling and the distance between pre- and post-synaptic neurons. We hypothesize that this network property induces dynamics of neuronal activity which is specific to the geometrical shape of a stimulus and invariant with respect to translations and rotations. Such a representation would emerge naturally without the need for training a stimulus repeatedly at different positions or orientations. In order to investigate the validity of this approach we determine the amount of information contained in the temporal population responses of this network for different parameters and stimulus sets. This is done statistically, using a clustering algorithm combined with temporal correlation as a similarity measure. The resulting temporal structure of network activity provides a representation which is position as well as rotation invariant. Moreover, it is robust with respect to synaptic noise and under local and global stimulus distortions. These results suggest that for invariant pattern recognition temporal coding is important, however, not at the level of single neurons, but at the population level.

2. Methods

The investigated network consists of a two-dimensional array of 40 × 40 standard conductance-based leaky integrate-and-fire neurons, which are modeled with a spike-triggered potassium conductance yielding frequency adaptation. Each neuron connects to a circular neighborhood of fixed size, such that only neurons with Euclidean distance ≤ 9 cells were connected. The synapses are of equal strength and modeled as instantaneous excitatory conductances, while transmission delays are proportional to the Euclidean distance between the positions of the pre- and post-synaptic neurons in the array with 1 ms/cell. Synaptic noise was modeled by perturbing the individual conductances dynamically. Therefore, each conductance was multiplied by a random factor $f$, drawn from a normal distribution with mean one and variance 0.05. Stimuli presented to the network first pass through an edge-detection stage and the resulting contours are projected topographically onto the array of neurons using a constant excitatory input conductance. After frequency adaptation, the stimulated neurons spike at a frequency of approximately 42 Hz, given the temporal resolution of the discrete time simulations $\Delta t = 1$ ms.

The algorithm for clustering the network’s activity-traces is adapted from Victor and Purpura [18], using pairwise temporal correlation as a similarity measure.
3. Results

In the first experiment, the network’s performance in encoding stimuli invariant to distortion was investigated by presenting the six stimulus classes shown in Fig. 1a. The arrangement reflects an intuitive notion of topology, i.e. class 1 is visually more similar to class 2 or 4 than to class 5 or 6. For each stimulus class, 24 hand-drawn examples were presented to the network (Fig. 1b). For a quantitative analysis, the average responses of the network were clustered into six classes using pairwise temporal correlation over an interval of 100 ms as a similarity measure. The resulting hit-matrix reveals that most stimuli are classified correctly (85%), while the misclassifications (15%) do show some regularity. They only occur among visually similar stimuli. In order to investigate the relationship between the strength $\sigma$ of the lateral coupling on the encoding of the stimuli, we varied this parameter in the range of $0 < \sigma < 0.25$ nS, given that the leak conductance of the neurons was 20 nS. For each of these lateral coupling conditions we calculated the mutual information from the hit-matrix. We found that for $\sigma < 0.01$ nS the activity-traces contained no information about the input stimuli. For $0.01 < \sigma < 0.25$ nS, however, mutual information reached $1.77 \pm 0.18$ bit (mean $\pm$ S.D., of $\log_2(6) = 2.6$ bit possible). In summary, the network successfully and reliably encodes stimuli in a large range of lateral coupling strength.

In a next step we investigated classification of rotated stimuli. A stimulus set was constructed by taking one sample out of each stimulus class (Fig. 1), and generating the complete sets by rotating each sample by 23 evenly spaced angles between $0^\circ$ and $360^\circ$. As in the previous experiments, no information about the input was conveyed by the network’s activity traces for $\sigma < 0.01$ nS. For $0.01 < \sigma < 0.25$ nS, mutual information reached $1.56 \pm 0.29$ bit. Maximal information of $2.1 \pm 0.04$ bit is attained for $\sigma = 0.1$ nS. The corresponding hit-matrix reveals the same tendency as for the distortion stimulus set: 87% of the stimuli are classified correctly, while 12% are confused with nearest neighbors and only 1% with non-nearest neighbors. Hence, the population activity-trace reliably encodes the six stimulus classes invariant to rotation.

Subsequently, we analyze an important aspect in visual processing, the speed of information flow. We use the distortion stimulus set, with $\sigma = 0.13$ nS. So far, the
temporal correlation between the responses was determined over an interval of 100 ms. By varying this interval length from 2 to 100 ms, we determine how much information about the present stimulus has been conveyed by the network’s activity trace at different times after stimulus onset. We observe that 75% of the information about the present input already becomes available after 17 ms. Thus, the properties of our encoding scheme are compatible with the impressive speed of processing found in the mammalian visual system [13].

How the present model scales with an increasing number of stimulus classes was the subject of the following experiment. A handwritten (single writer) uppercase Roman alphabet was presented to the network, with 26 stimulus classes with 20 samples each (Fig. 2a). For \(0.02 < \sigma < 0.25\) nS, information reaches \(3.92 \pm 0.12\) bit (of \(\log_2(26) = 4.7\) bit possible). Maximal information of \(4.16 \pm 0.02\) bit is attained for \(\sigma = 0.1\) nS, where 88% of the stimuli are classified correctly. The corresponding hit-matrix is shown in Fig. 2b. Thus, the proposed encoding scheme scales to problems of interesting complexity.

4. Discussion

We have shown that in a model of a cortical network, the interaction of network- and stimulus-topology induces stimulus-specific but transformation-invariant temporal dynamics. Thus, stimuli are represented by a temporal population code. This representation is position- and rotation-invariant as well as invariant to moderate distortions.
The stimulus encoding preserves an intuitive notion of visual similarity; classification errors predominantly occur by confusing visually similar stimuli. In addition, without tuning of parameters, the network is able to reliably encode stimulus sets of non-trivial size. These properties apply in a range of the strength of the lateral coupling which spans more than one order of magnitude.

The speed of information flow found in biological visual systems poses severe constraints upon computational models of pattern recognition. Experimental studies have shown that the analysis and classification of complex visual patterns can be carried out by humans in not more than 200 ms [14]. Considering that a minimum of 10 areas are involved to reach the relevant processing areas from the retina, little time is left for intra-areal processing. This view is supported by studies in macaque monkeys, which show that single visual areas can process significant amounts of information in just 20–30 ms [15,16]. Thus, our result, that 75% of information about a stimulus becomes encoded within 17 ms is compatible with these physiological findings.
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